
Equivalence for negabent functions and

their relative difference sets

Nurdagül Anbar1,2, Wilfried Meidl1,3, Alexander Pott1

1Otto-von-Guericke University Magdeburg,
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Abstract

A bent function from Fn
2 to F2, n even, can be transformed into a negabent function,

or slightly more general into a bent4, also called shifted bent function, by adding a certain

quadratic term. If n is odd, then negabent functions similarly correspond to semibent func-

tions with some additional property. Whereas bent functions induce relative difference sets

in Fn
2 × F2, negabent functions induce relative difference sets in Fn−1

2 × Z4. We analyse

equivalence of negabent functions respectively of their relative difference sets. We show that

equivalent bent functions can correspond to inequivalent negabent functions, hence one can

obtain inequivalent relative difference sets in Fn−1
2 ×Z4 with EA-equivalence. We also show

that this is not the case when n is odd. Finally we analyse the class of semibent functions that

corresponds to negabent functions and show that though partially bent semibent functions

always can be shifted to negabent or bent4 functions, there are many semibent functions

which do not correspond to negabent and bent4 functions.

1 Introduction

Let f be a function from an n-dimensional vector space Vn over F2 to F2. The Walsh transform

of f is the function

Wf (u) =
∑
x∈Vn

(−1)f(x)+〈u,x〉,



where 〈u, x〉 is a (nondegenerate) inner product in Vn. If Vn = Fn2 , we will always use the

conventional dot product, if Vn = F2n , we take 〈u, x〉 = Trn(ux) as an inner product, where

Trn(z) denotes the absolute trace of z ∈ F2n .

The function f is called a bent function if |Wf (u)| = 2n/2 for all u ∈ Vn. Equivalently, f is

bent if f(x) + f(x+ a) is balanced for all nonzero a ∈ Vn. Clearly, bent functions only can exist

when n is even. For n odd, a function Vn → F2 is called semibent if Wf (u) ∈ {0,±2(n+1)/2} for

all u ∈ Vn.

In a combinatorial interpretation, a bent function is a relative difference set in the elementary

abelian group. Recall that a k-elementary subset R of a group G of order mn with a normal

subgroup N of order n is called an (m,n, k, λ)-relative difference set relative to N , if every

element in G \N can be written as a difference of two elements of R in λ ways and there is no

such representation for nonzero elements of N . The subgroup N is then also called the forbidden

subgroup. Let now f be a Boolean function from Vn to F2, then f is bent if and only if the

graph {(x, f(x)) : x ∈ Vn} of f is a (2n, 2, 2n, 2n−1)-relative difference in the elementary abelian

group Vn × F2 with forbidden subgroup {0} × F2 (this is both easy to see and well known).

Closely related to bent functions, and when n is odd to semibent functions, are negabent

functions, or, slightly more general, bent4 functions. Negabent and bent4 functions induce

relative difference sets, but in the group Fn−1
2 × Z4, as follows:

Let B be a nonalternating bilinear form from Vn×Vn to F2. Consider G := (Vn×F2, ∗), where “∗”
is defined by (x1, y1)∗ (x2, y2) := (x1 +x2, y1 +y2 +B(x1, x2)) for any (x1, y1), (x2, y2) ∈ Vn×F2.

Then G is a group, which is isomorphic to Fn−1
2 × Z4, see [12]. For instance one may obtain

B from a nonalternating bilinear form B from Vn × Vn to Vn with an inner product 〈, 〉 in

Vn as B(x1, x2) = 〈c,B(x1, x2)〉 for every nonzero c ∈ Vn. A natural solution is to choose

B(x1, x2) = x1x2 if Vn = F2n and B(x1, x2) = x1�x2 if Vn = Fn2 , where u�v = (u1v1, . . . , unvn)

for u = (u1, . . . , un), v = (v1, . . . , vn) ∈ Fn2 , see [22]. Hence we may represent the group Fn−1
2 ×Z4

as Gc := (F2n × F2, ∗c), respectively Gc := (Fn2 × F2, ∗c), where “∗c” is defined by

(x1, y1) ∗c (x2, y2) := (x1 + x2, y1 + y2 + 〈c2, x1x2〉) (1.1)

for any (x1, y1), (x2, y2) ∈ F2n × F2, respectively by

(x1, y1) ∗c (x2, y2) := (x1 + x2, y1 + y2 + 〈c, x1 � x2〉) (1.2)

for any (x1, y1), (x2, y2) ∈ Fn2 ×F2. For technical reasons, in the univariate case we use c2 instead

of c in accordance with [1]. The graph of a function f : F2n → F2, respectively f : Fn2 → F2, is

then a (2n, 2, 2n, 2n−1)-relative difference set in Gc with forbidden subgroup {0} × F2 if

f(x) + f(x+ a) + 〈c2, ax〉, respectively f(x) + f(x+ a) + 〈c, a� x〉, (1.3)
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is balanced for all nonzero a. Again, this is not difficult to see using

(x, y)−1 = (x, y + 〈c2, x2〉), respectively(x, y)−1 = (x, y + 〈c, x� x〉).

If we choose the conventional dot product for Fn2 , and for F2n the standard inner product

〈u, v〉 = Trn(uv), then the Boolean functions satisfying (1.3) are the multivariate bent4 functions

defined as in [8], respectively the univariate bent4 functions defined as in [1]. Specifying c we

also use the notation c-bent4. Recall that then c-bent4 functions are called negabent when

c = 1 = (1, 1, . . . , 1) ∈ Fn2 , respectively c = 1 ∈ F2n .

We remark that the component functions of modified planar functions defined in multivariate

and in univariate form as in [22], are exactly bent4 functions defined as above. Recall that

modified planar functions were introduced for the purpose of representing (2n, 2n, 2n, 1)-relative

difference sets in the group (Zn4 ,+). This group can be represented on the set G = Vn × Vn, as

(G, ∗) where “∗” is defined by

(x1, y1) ∗ (x2, y2) := (x1 + x2, y1 + y2 + B(x1, x2)) (1.4)

for a nonalternating bilinear form B from Vn × Vn to Vn. In [22], modified planar functions are

defined to describe (2n, 2n, 2n, 1) relative difference sets in the group G with the natural choice

B(x1, x2) = x1x2, respectively B(x1, x2) = x1 � x2.

Note that whereas all bilinear forms B(x1, x2) = Trn(c2x1x2), c ∈ F∗2n , are nondegenerate,

for the bilinear forms B(x1, x2) = c · (x1 � x2), nonzero c ∈ Fn2 , this only applies for c = 1.

Hence, under some aspects, multivariate bent4 functions behave different than univariate bent4

functions. For instance, every univariate affine function is c-bent4 for every nonzero c, whereas

a multivariate affine function is not c-bent4 for any c different from 1, see [1] for the details.

Solely the negabent functions in multivariate form can be obtained from those in univariate form

choosing a basis of F2n over F2.

Both, univariate and multivariate bent4 functions are closely related to bent, respectively

semibent functions. If n is even, then a bent4 function is a bent function shifted by a quadratic

term. If n is odd, then bent4 functions are shifted to a subclass of semibent functions, see

Lemma 2.2 and 2.3 in Section 2.

In this article we investigate equivalence of negabent, or more general of bent4 functions, in

two different aspects. In the first interpretation we regard two negabent functions as equivalent

if the corresponding relative difference sets are equivalent in the conventional sense. The second

concept uses the correspondence between negabent functions and bent, respectively semibent

functions. We may call two negabent functions shifted equivalent if their corresponding bent

functions (semibent functions) are EA-equivalent. After recalling some preliminaries in Section

2, we analyse equivalence for negabent functions in Section 3. Section 4 deals with the case
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that n is even. We show that equivalence of negabent functions implies shifted equivalence,

i.e. EA-equivalence of the corresponding bent functions, but conversely, two EA-equivalent bent

functions can induce inequivalent relative difference sets in Fn−1
2 × Z4. In Section 5 we show

that the situation is different for odd n, where, in general, equivalence of negabent functions and

EA-equivalence of the corresponding semibent functions is the same. In Section 6 we analyse

semibent functions with respect to negabentness. In particular we show that semibent functions

which are partially bent always correspond to bent4 functions, which is not true for arbitrary

semibent functions. However, we show that some semibent functions that are not partially bent

can be used to construct negabent functions.

2 Preliminaries

Recall that a c-bent4 function f from F2n to F2 is a function for which f(x+a)+f(x)+Trn(c2ax)

is balanced for every nonzero a ∈ F2n . In multivariate form a c-bent4 function is defined as a

function for which f(x+a)+f(x)+c ·(a�x) is balanced for every nonzero a ∈ Fn2 . We described

already in the introduction that c-bent functions give rise to relative difference sets in Gc, see

(1.1). The graph Gf = {(x, f(x)) : x ∈ F2n)} of a c-bent4 function f is a (2n, 2, 2n, 2n−1) relative

difference set in Gc whose forbidden subgroup is {0} × F2.

Alternatively, in multivariate framework the groups we consider are the groups Gc := (Fn2 ×
F2, ∗c), with multiplication given as in (1.2), which are again isomorphic to F2n−1 × Z4, and for

which the graphs of multivariate c-bent4 functions are (2n, 2, 2n, 2n−1) relative difference sets.

For a nonzero c ∈ F2n we define the function σ(c, x) on F2n by

σ(c, x) =
∑

0≤i<j<n
(cx)2i(cx)2j . (2.1)

Some properties of σ are summarized in the following lemma.

Lemma 2.1. (i) σ is Boolean.

(ii) For every x1, x2 ∈ F2n we have

σ(c, x1 + x2) = σ(c, x1) + σ(c, x2) + Trn(c2x1x2) + Trn(cx1)Trn(cx2) , (2.2)

where Trn is the absolute trace from F2n to F2, cf. [1, Lemma 5].

(iii) σ(x) := σ(1, x) can be represented as

σ(x) =

{ ∑m−1
i=1 Trn(x2i+1) +

∑m−1
i=1 x2m+i+1 if n = 2m,∑m

i=1 Trn(x2i+1) if n = 2m+ 1.
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Lemma 2.2. [1] If n is even, then a function f : F2n → F2 is c-bent4 if and only if f(x)+σ(c, x)

is bent. If n is odd, then a function f : F2n → F2 is c-bent4 if and only if g(x) = f(x) + σ(c, x)

is semibent such that |Wg(u)| 6= 0 if and only if |Wg(u+ c)| = 0 for all u ∈ F2n.

In multivariate case the function sc2(x), defined as (see [8])

sc2(x) :=
∑

1≤i<j≤n
(cixi)(cjxj)

for c = (c1, . . . , cn), x = (x1, . . . , xn) in Fn2 , plays a similar role as σ(c, x) for univariate functions.

Note that sc2(x) = s2(c� x), where s2(x) is the homogeneous symmetric Boolean function with

algebraic degree 2. The version of Lemma 2.2 for multivariate functions is as follows, see

[8, 11, 19, 23]:

Lemma 2.3. If n is even, then a function f : Fn2 → F2 is c-bent4 if and only if f(x) + sc2(x) is

bent. If n is odd, then a function f : Fn2 → F2 is c-bent4 if and only if g(x) = f(x) + sc2(x) is

semibent such that |Wg(u)| 6= 0 if and only if |Wg(u+ c)| = 0 for all u ∈ Fn2 .

We remark that one can also analyse shifts of plateaued functions other than semibent

functions. The resulting functions are plateaued, see [2], but do not correspond to relative

difference sets.

We intentionally use both representations of Boolean functions, univariate and multivariate,

to emphasize that the results we present here are independent from these (or other) representa-

tions.

For the proofs of some results we may without loss of generality switch from univariate to

multivariate representation.

3 Equivalence for bent4 functions

Recall that two relative difference sets R1 and R2 of a group (G,+) are called equivalent if R2 =

ϕ(R1) + b for an automorphism ϕ of G and an element b ∈ G. For relative difference sets in the

elementary abelian group, equivalence precisely corresponds to extended affine equivalence (EA-

equivalence) for Boolean functions. Recall that two functions f1, f2 from F2n to F2, respectively

from Fn2 to F2, are EA-equivalent if

f2(x) = f1(L(x) + α) + Trn(βx) + b

for some α, β ∈ F2n , b ∈ F2 and a linearized permutation L of F2n , respectively, if

f2(x) = f1(Ax+ a) + b · x+ c
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for some a, b ∈ Fn2 , c ∈ F2 and an invertible n× n-matrix A over F2.

In order to develop a concept of equivalence for c-bent4 functions, c ∈ F∗2n , which describes

equivalence of their relative difference sets, we are interested in the automorphism group of

Gc = (F2n × F2, ∗c), with (x1, y1) ∗c (x2, y2) = (x1 + x2, y1 + y2 + Trn(c2x1x2)). Observing that

θ : G1 → Gc given by θ(x, y) = (x/c, y) is an isomorphism, it is sufficient to determine the

automorphism group of Gc for c = 1. A similar argument applies for the multivariate case.

The most obvious automorphisms of G1 are (x, y) → (L(x), y) for which L is an isometry,

i.e. L is a linear transformation satisfying Trn(L(x)L(y)) = Trn(xy) for all x, y ∈ F2n . This can

easily be confirmed by direct calculations. Hence the group of isometries on F2n is a subgroup

of Aut(G1). Before representing the whole automorphism group, which requires the function σ

given by Equation (2.1), we remark that in [10] these automorphisms are called orthogonal.

Lemma 3.1. Let L be a permutation of F2n and β ∈ F2n. Then the function ψL,β : F2n ×F2 7→
F2n × F2 defined by

ψL,β(x, y) = (L(x), y + σ(x) + σ(L(x)) + Trn(βx))

is an automorphism of G1 if and only if L is linearized such that Trn(x) = Trn(L(x)) for all

x ∈ F2n.

Proof. The map ψL,β is an automorphism of G1 if and only if for any (x1, y1), (x2, y2) ∈ F2n×F2

we have

ψL,β(x1, y1) ∗ ψL,β(x2, y2) = ψL,β(x1 + x2, y1 + y2 + Trn(x1x2)) .

By the definition of ∗ and ψL,β, this holds if and only if the following equality holds:

(L(x1), y1 + σ(x1) + σ(L(x1)) + Trn(βx1)) ∗ (L(x2), y2 + σ(x2) + σ(L(x2)) + Trn(βx2))

= (L(x1 + x2), y1 + y2 + Trn(x1x2) + σ(x1 + x2) + σ(L(x1 + x2)) + Trn(β(x1 + x2))).

This implies that

L(x1) + L(x2) = L(x1 + x2) , i.e. L is linear, and (3.1)

σ(x1) + σ(L(x1)) + Trn(βx1) + σ(x2) + σ(L(x2)) + Trn(βx2) + Trn(L(x1)L(x2)) (3.2)

= Trn(x1x2) + σ(x1 + x2) + σ(L(x1 + x2)) + Trn(β(x1 + x2)) .

Applying the identity in Equation (2.2), we then see that Equation (3.2) is equivalent to

Trn(x1)Trn(x2) = Trn(L(x1))Trn(L(x2)) (3.3)

for any x1, x2 ∈ F2n . Setting x1 = x2 = x in Equation (3.3), we see that Trn(x) = Trn(L(x))

for any x ∈ F2n . Conversely, the property Trn(x) = Trn(L(x)) implies Equation (3.3). Hence

Equation (3.3) is equivalent to Trn(x) = Trn(L(x)) for all x ∈ F2n .
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By Theorem 4.1 in [9], the cardinality of the automorphism group of G1 ≡ F2n−1 × Z4 is

equal to

|Aut(G1)| = 2
n(n+1)

2

n−1∏
k=1

(2k − 1) . (3.4)

To show that every automorphism of G1 is of the form given in Lemma 3.1, we need the

following definition.

Definition 3.2. Let α ∈ F∗2n and

Ωα := {L |L : F2n 7→ F2n linearized pemutation with Trn(αx) = Trn(αL(x)) for all x ∈ F2n} .

We note that for any α ∈ F∗2n , the set Ωα forms a group and the group of isometries is a

subgroup of Ω1.

Proposition 3.3. The cardinality of Ωα is the same for every nonzero α ∈ F2n.

Proof. Let α be a nonzero element in F2n . By definition, a linearized permutation L is in Ω1 if

and only if Trn(x) = Trn(L(x)) for all x ∈ F2n . This holds if and only if for all x ∈ F2n

Trn(αx) = Trn(L(αx)) . (3.5)

Set L̃(x) := (1/α)L(αx). Then we have Trn(L(αx)) = Trn(αL̃(x)), i.e. by Equation (3.5) we

have Trn(αx) = Trn(αL̃(x)) for all x ∈ F2n . Hence there exists a one to one correspondence

between the sets Ω1 and Ωα, which proves our claim.

Proposition 3.4. Let G := (F2n×F2, ∗) be the group defined by Equation (1.1) for c = 1. Then

the automorphism group Aut(G) is given by

Aut(G) = {ψL,β | ψL,β(x, y) = (L(x), y + σ(x) + σ(L(x)) + Trn(βx)) ,L ∈ Ω1, β ∈ F2n} .

Proof. Note that every linear permutation L, satisfying Trn(x) = Trn(L(x)) for all x ∈ F2n ,

gives rise to 2n distinct automorphisms of G (arising from 2n choices for β ∈ F2n). Hence,

by Equation (3.4), it is enough to show that there exist 2n(n−1)/2
∏n−1
k=1(2k − 1) such linear

permutations. Fixing a basis B for F2n over F2, we identify F2n with Fn2 , and thereby Trn(αx)

with 〈v, x〉 for some nonzero vector v = (v1, . . . , vn) ∈ Fn2 (where 〈v, x〉 denotes the standard dot

product). By Proposition 3.3, we are looking for the number of linear permutations P : Fn2 7→ Fn2
such that

〈v, x〉 = 〈v, P (x)〉 for all x ∈ Fn2 .

This is equal to the number of n× n invertible matrices M = (mij) with

x · vt = Mx · vt for all x ∈ Fn2 , (3.6)
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where vt is the transpose of the row matrix v. By Proposition 3.3, without loss of generality,

we fix v = (1, 0, . . . , 0). Then by Equation (3.6) we conclude that the number of desired linear

permutations is equal to the number of invertible n × n invertible matrices M = (mij) whose

first row is (1, 0, . . . , 0). This is equal to

(2n − 2)(2n − 22) · · · (2n − 2n−1) = 2
n(n−1)

2

n−1∏
k=1

(2k − 1) ,

which gives the desired result.

Remark 3.5. It can be seen from the definition of ψL,β that the group operation “◦” in Aut(G1)

ψL1,β1 ◦ ψL2,β2 = ψL1◦L2,α(β1,β2), where α(β1, β2) ∈ F2n such that Trn(α(β1, β2)x) = Trn(β2x +

β1L2(x)).

Remark 3.6. The automorphism group Aut(Gc) of Gc = (F2n ×F2, ∗c) consists of ψL,β defined

by

ψL,β(x, y) = (cL(x), y + σ(c, x) + σ(c,L(x)) + Trn(βx)) ,

where L is a linearized permutation such that Trn(cx) = Trn(cL(x)) for all x ∈ F2n .

The following corollary confirms the initial observation on isometries.

Corollary 3.7. The group {ϕL,β | L is an isometry, β ∈ F2n} with ϕL,β(x, y) = (L(x), y +

Trn(βx)) is a subgroup of Aut(G1).

Proof. First note that Trn(L(x)L(y)) = Trn(xy) for all x, y ∈ F2n implies Trn(L(x)) = Trn(x)

for all x ∈ F2n . For L ∈ Ω1, we claim that σ(x) + σ(L(x)) is a linear mapping if and only if L is

an isometry. As a consequence for an isometry L we have ψL,β(x, y) = (L(x), y + Trn(β′x)) for

some β′ ∈ F2n . In particular, ψL,β(x, y) = (L(x), y) if σ(x) + σ(L(x)) = Trn(βx). It remains to

show our claim. Let L ∈ Ω1, i.e. Trn(x) = Trn(L(x)) for all x ∈ F2n . Then by Equation (2.2),

for x, y ∈ F2n , we have the following equalities.

σ(x+ y) + σ(L(x+ y))

= σ(x) + σ(y) + Trn(xy) + Trn(x)Trn(y)

+ σ(L(x)) + σ(L(y)) + Trn(L(x)L(y)) + Trn(L(x))Trn(L(y))

= σ(x) + σ(y) + σ(L(x)) + σ(L(y)) + Trn(xy) + Trn(L(x)L(y)) (3.7)

By Equation (3.7) we then conclude that σ(x) + σ(L(x)) is linear if and only if Trn(xy) =

Trn(L(x)L(y)), i.e. L is an isometry.

By Proposition 3.4 we obtain the following theorem on equivalence of negabent functions.
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Theorem 3.8. Let f1, f2 be negabent functions from F2n to F2. Then the corresponding differ-

ence sets {(x, f1(x)) : x ∈ F2n} and {(x, f2(x)) : x ∈ F2n} of G1 are equivalent if and only

if

f2(x) = f1(L(x) + α) + σ(L(x)) + σ(x) + Trn(βx) + b

for some α, β ∈ F2n, b ∈ F2 and a linearized permutation L of F2n for which Trn(L(x)) = Trn(x)

for all x ∈ F2n. Note that if f1 is quadratic, we may assume α = 0.

Remark 3.9. As for the difference sets in the elementary abelian 2-group, the shifts of a

difference set in G1 are obtained by using affine instead of linear transformations and by the

addition of the constant b ∈ F2.

4 Equivalence and shifted equivalence: The case n even

If n is even, then by Lemma 2.2 a function f : F2n → F2 is c-bent4 if and only if f(x) + σ(c, x)

is bent. Therefore, we can shift a c-bent4 function to the corresponding bent function, perform

an EA-equivalence transformation on the bent function and shift the result back to a c-bent4

function, see Figure 1. Here we concentrate, without loss of generality, to the case c = 1, which

means the negabent case. Accordingly we call negabent4 functions f1 and f2 shifted equivalent,

if the corresponding bent functions are EA-equivalent, i.e.

f2(x) = (f1 + σ)(L(x) + α) + σ(x) + Trn(βx) + b

for some α, β ∈ F2n , b ∈ F2 and a linearized permutation L of F2n . Using that σ(L(x) + α) =

σ(L(x))+ affine function, we may simplify this expression and now call two negabent functions

f1 and f2 shifted equivalent if there is a linearized permutation L of F2n , elements α, β ∈ F2n

and b ∈ F2 such that

f2(x) = f1(L(x) + α) + σ(L(x)) + σ(x) + Trn(βx) + b.

By Theorem 3.8, equivalent negabent functions are always shifted equivalent. We now show

that the latter concept is more general. Since the proof uses the theory of quadratic functions,

we recall some basic facts about quadratic functions in n variables.

By a (much more general) result of McEliece [7], which uses a technical result of Dickson [5]

we have the following lemma.

Lemma 4.1. Every homogeneous quadratic bent function g1 (quadratic bent function without

linear and constant term) from Fn2 to F2 is equivalent to

g(x1, . . . , xn) = x1x2 + x3x4 + · · ·+ xn−1xn , (4.1)

9



f(x)
shifting to bent // f(x) + σ(x)

applying EA-equivalence

��
(f + σ)(L(x) + α) + σ(x) + Trn(βx) + b (f + σ)(L(x) + α) + Trn(βx) + b

shifting to negabent
oo

Figure 1: Shifted eqivalence

by a linear coordinate transformation, i.e.

g1(x1, . . . , xn) = g((x1, . . . , xn)A)

for a non-singular n × n matrix A over F2. The number Ng of homogeneous quadratic bent

functions from Fn2 to F2 (all equivalent to g) is given as

Ng = 2m
2−1(2m + 1)

∏n
i=1(2i − 1)∏m
i=1(22i − 1)

. (4.2)

For a (homogeneous) quadratic function g : Fn2 7→ F2, we denote by O(g) the group of

linear transformations fixing g and it is called the orthogonal group associated to g. Note that

2n+1 · |GL(n, 2)| = Ng · |O(g)|, where the factor 2n+1 counts the number of affine shifts of

quadratic bent functions. We obtain (see [5])

|O(g)| = 2(2m − 1)2m(m−1)
m−1∏
i=1

(22i − 1) . (4.3)

Theorem 4.2. Two EA-equivalent bent functions can induce inequivalent difference sets in G1.

In other words: There are shifted equivalent negabent functions which are not equivalent.

Proof. We first note that Aut(G1) acts on the set of negabent functions. The action “·” is given

by

ψL,β · f(x) := f(L(x)) + σ(L(x)) + σ(x) + Trn(βx) .

We denote by Hf the stabilizer subgroup of f , i.e.

Hf := {ψL,β | ψL,β ∈ Aut(G1) with ψL,β · f = f} .

Now let f be a quadratic negabent function and g = f + σ be the corresponding bent function,

which is fixed by the transformations O(g) (for the univariate case we can obtain g from (4.1)
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choosing a basis of F2n over F2, the orthogonal group is determined accordingly). Then for any

transformation L ∈ O(g) ∩ Ω1 (see Definition 3.2 for Ω1) the automorphism ψL,0 fixes f as

ψL,0 · f(x) = (f + σ)(L(x)) + σ(x) = g(L(x)) + σ(x) = g(x) + σ(x) = f(x) .

Hence {ψL,0 | L ∈ O(g) ∩ Ω1} is a subgroup of Hf . In particular, for some positive integer k,

we have |Hf | = k|O(g) ∩ Ω1|. By Theorem 3.8 and using that f is quadratic, we know that

f̃ and f are equivalent if and only if f̃(x) = f(L(x)) + σ(L(x) + α) + σ(x) + Trn(βx) + b for

some L ∈ Ω1, α, β ∈ F2n and b ∈ F2. Since σ is a quadratic function, this is equivalent to

f̃(x) = f(L(x))+σ(L(x))+σ(x)+Trn(β̃x)+ b̃ for some β̃ ∈ F2n and b̃ ∈ F2. Hence by the orbit-

stabilizer theorem, the number of distinct negabent quadratic functions which are equivalent to

f under the action of G1 is

Ln :=
2|Aut(G)|
k|O(g) ∩ Ω1|

.

Since equivalence implies shifted equivalence, we have Ln ≤ 2n+1Nn, where 2n+1Nn is the total

number of quadratic bent functions (including affine terms), respectively, the number of distinct

negabent functions of algebraic degree at most 2. Then it is sufficient to observe that the equality

Ln = 2n+1Nn can not hold. Note that the equality holds if and only if

2|Aut(G)|
k|O(g) ∩ Ω1|

=
2n+1|GL(n, 2)|
|O(g)|

, (4.4)

Since |Aut(G)| = 2n|Ω1| = 2n|GL(n, 2)|/(2n − 1), Equation(4.4) implies that |O(g)| = (2n −
1)k|O(g) ∩ Ω1|, and hence 2n − 1 has to divide |O(g)|. Using n even, say n = 2m, by Equation

(4.3) we conclude that 2m + 1 has to divide (2m − 1)
∏m−1
i=1 (22i − 1). This does in general not

hold (e.g. for m for which 2m + 1 is prime), hence in general in Ln ≤ 2n+1Nn we have strict

inequality.

Remark 4.3. In fact among m ≤ 12 only for m = 3 the term (2m−1)
∏m−1
i=1 (22i−1) is divisible

by 2m + 1 (calculations by conventional calculator).

Remark 4.4. The existence of a relative difference set R with parameters (2n, 2, 2n, 2n−1)

implies the existence of an incidence structure: the points are the group elements, and the blocks

are the translates R + g := {r + g : r ∈ R}, see [12], for instance. These incidence structures

are divisible designs (see [14] for background from design theory). There is an obvious concept

of isomorphism of incidence structures. Two incidence structures are isomorphic if there is a

bijection between the point sets which induce a bijection between the block sets (which are just

subsets of the point set). It is easy to see that equivalent difference sets give rise to isomorphic

incidence structures, but not vice versa: there are, for instance, four inequivalent bent functions
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(whose supports are inequivalent difference sets) on 6 variables, see [13]. These give rise to

three different symmetric designs with parameters (64, 28, 12), see [13], again. In the context of

our investigation we may ask whether the designs that we obtain via inequivalent but shifted

equivalent negabent functions are isomorphic. It turns out that shifted equivalent negabent

functions can give rise to nonisomorphic designs. For instance, the bent function f given by

f(x1, x2, x3x4x5x6) = x1x2 +x3x4 +x5x6 +x1x3x5 and the equivalent one given by g(x) = f(Ax)

with

A =



1 0 1 0 0 0

0 1 1 1 1 0

0 1 1 0 1 0

1 1 0 0 0 1

0 1 1 1 1 1

0 0 1 0 1 0


give rise to inequivalent negabent functions (by adding

∑
i<j xixj) whose corresponding designs

are not isomorphic (computations using MAGMA [6]).

We also checked all the bent functions equivalent to x1x2 + x3x4 and their corresponding

negabent functions. All the divisible designs that we obtained are equivalent, and they are

equivalent to the divisible design corresponding to the elementary abelian relative difference set

{(x1, x2, x3, x4, x1x2 + x3x4 : x1, x2, x3, x4 ∈ F2} ⊂ F5
2.

It is well known that a relative difference set can be obtained form a divisible design if the

design has a point and block regular automorphism group. The full automorphism group of

the design described by a quadratic function is huge, therefore it is not a surprise that the full

full automorphism group contains other groups (isomorphic to Zn2 × Z4) which act regularly on

points and blocks. That would explain why all the designs that we found via shifted equivalent

negabent functions are isomorphic if we start with a quadratic bent function.

5 Equivalence and shifted equivalence: The case n odd

In the case of n even, we have seen that two shifted equivalent negabent functions can correspond

to two inequivalent difference sets. In this section we investigate negabent functions for n odd.

Recall that when n is odd, then for a c-bent4 function f , the function g(x) = f(x) + σ(c, x) is a

semibent function satisfying the property

|Wg(u)| 6= 0 if and only if |Wg(u+ c)| = 0 for all u ∈ F2n . (5.1)

This condition shows that for 2n−1 of the u’s we have Wg(u)| 6= 0 provided f is semibent.

Hence for semibent functions, the condition (5.1) is equivalent to Wg(u)Wg(c + u) = 0. A

12



fundamental difference to the case of n even is that an EA-equivalence transformation on the

semibent function g may destroy the Property (5.1), so that the resulting semibent function

does not correspond to a negabent respectively a c-bent4 function. Hence we first scan the set

of EA-equivalence transformations with respect to Property (5.1). Let f be a negabent function

or more general a c-bent4 function, and let g = f + σ be the corresponding semibent function.

By definition of EA-equivalence, we have to consider the following cases:

(i) For b ∈ F2, let g̃(x) = g(x) + b. Since for any u ∈ F2n we have Wg̃(u) = (−1)bWg(u), with

g, the EA-equivalent function g̃ has Property (5.1) as well.

(ii) For β ∈ F2n , let g̃(x) = g(x)+Trn(βx). Since for any u ∈ F2n we haveWg̃(u) =Wg(u+β),

the equality Wg̃(u) = 0 holds if and only if Wg(u + β) = 0, which holds if and only if

Wg(u+ β + c) 6= 0. This implies that g̃ has Property (5.1).

(iii) For α ∈ F2n , let g̃(x) = g(x+α). Since for any u ∈ F2n we haveWg̃(u) = (−1)Trn(αu)Wg(u),

with g, also g̃ has Property (5.1).

(iv) Finally we consider g̃ = g(L(x)) for a linearized permutation L : F2n → F2n . We will next

show that Property (5.1) is preserved if and only if L satisfies the identity Trn(cL(x)) =

Trn(cx), i.e. L ∈ Ωc.

More generally, we have the following lemma:

Lemma 5.1. Let g be a semibent function from F2n to F2 such that for all u ∈ F2n we have

Wg(u)Wg(u + c) = 0 for some nonzero c ∈ F2n, and let L be a linearized permutation of F2n.

Suppose that Trn(cL(x)) = Trn(dx), then g̃(x) = g(L(x)) satisfies Wg̃(u)Wg̃(u + d) = 0 for all

u ∈ F2n.

Suppose conversely that Trn(cL(x)) = Trn(dx) and g̃(x) = g(L(x)) satisfies Wg̃(u)Wg̃(u+d) = 0

for all u ∈ F2n. Then Wg(u)Wg(u+ c) = 0 for all u ∈ F2n.

Proof. For g given as in the lemma and a linearized permutation L we have the following

equalities.

0 = Wg(u)Wg(u+ c) =
∑
x∈F2n

(−1)g(x)+Trn(ux)
∑
y∈F2n

(−1)g(y)+Trn(cy)+Trn(uy)

=
∑
x∈F2n

(−1)g(L(x))+Trn(uL(x))
∑
y∈F2n

(−1)g(L(y))+Trn(cL(y))+Trn(uL(y))

=
∑
x∈F2n

(−1)g(L(x))+Trn(ũx)
∑
y∈F2n

(−1)g(L(y))+Trn(cL(y))+Trn(ũy)
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If Trn(cL(x)) = Trn(dx), then

0 =
∑
x∈F2n

(−1)g(L(x))+Trn(ũx)
∑
y∈F2n

(−1)g(L(y))+Trn(dy)+Trn(ũy) =Wg̃(ũ)Wg̃(ũ+ d)

for all ũ ∈ F2n . For the converse statement, observe that g(x) = g̃(L−1(x)). Since Trn(cL(x)) =

Trn(dx) implies that Trn(dL−1(x)) = Trn(cx), the converse follows. 2

From Lemma 5.1 we obtain the following corollary.

Corollary 5.2. (i) Let f : F2n → F2, n odd, be a c-bent4 function, and let L be a linearized

permutation. Then the function f̃(x) = f(L(x)) + σ(c,L(x)) + σ(d, x) is d-bent4 where d

is the unique element that satisfies Trn(cL(x)) = Trn(dx).

(ii) Let L be a linearized permutation of F2n, n odd, and suppose that Trn(L−1(x)) = Trn(cx).

Then f and f̃ = f(L(x)) + σ(c,L(x)) + σ(x) are both negabent functions from F2n to F2

if and only if f is negabent and c-bent4.

Proof. (i) For a c-bent4 function f , the function g(x) = f(x) + σ(c, x) is semibent satisfying

the Property (5.1). Let d ∈ F∗2n be the (unique) element for which Trn(cL(x)) = Trn(dx). By

Lemma 5.1, the semibent function g̃(x) = f(L(x))+σ(c,L(x)) then satisfiesWg̃(u)Wg̃(u+d) = 0.

By Lemma 2.2, the function f̃ is d-bent4.

(ii) By Lemma 5.1 for a linearized permutation L with Trn(L−1(x)) = Trn(cx), the function

g̃(x) = g(L(x)) = f(L(x)) + σ(c,L(x)) is semibent with Wg̃(u)Wg̃(u+ 1) = 0 for all u ∈ F2n if

and only if Wg(u)Wg(u+ c) = 0 for all u ∈ F2n . Hence (ii) follows. 2

Note that for a negabent function f , the transformation f → f ◦ L+ σ ◦ L+ σ always preserves

negabentness if Trn(L(x)) = Trn(x). Whether such transformations with other linearized per-

mutations L preserve the negabentness of f depends on special properties of f , respectively of

the semibent function g = f +σ corresponding to f . Differently to the case of n even, for n odd

we have the following corollary.

Corollary 5.3. Let L be a linearized permutation of F2n, α, β ∈ F2n, b ∈ F2. The transformation

f → f(L(x)+α)+σ(L(x))+σ(x)+Trn(βx)+b preserves negabentness for any negabent function

f : F2n → F2 if and only if Trn(L(x)) = Trn(x). These transformations exactly represent the

automorphisms of the group G plus a shift by a constant.

Proof. By Theorem 3.8 the indicated transformations exactly represent the automorphisms

of the group G plus a shift by a constant, and hence preserve negabentness. We still have to

show that there are no other transformations that preserve negabentness. In order to show this,

we have to find two semibent functions g1, g2 for which Wgi(u)Wgi(u + 1) = 0, i = 1, 2, hence

they are negabent, and for which there exists no c 6= 1 such that Wgi(u)Wgi(u + c) = 0 for
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both i = 1 and i = 2. That means, none of the transformations in Corollary 5.2(ii) with c 6= 1

can transform both g1 and g2 to a negabent function. The existence of such semibent functions

g1, g2 will be shown in the following section. 2

Remark 5.4. We particularly emphasize that when n is odd, in general one can not generate

inequivalent relative difference sets in Z4×Fn−1
2 by performing EA-equivalence transformations

on the semibent function corresponding to the negabent function which represents the relative

difference set. This is different to the situation when n is even.

We also remark that the following procedure does not yield new relative difference sets: let

f be a negabent function and g(x) = f(x) + σ(x) the corresponding semibent function. Let L
be a linearized permutation, then Trn(L(x)) = Trn(dx) for some nonzero d ∈ F2n , and hence by

Lemma 5.1 the function f̃(x) = f(L(x)) + σ(L(x)) + σ(d, x) is d-bent4. We can now apply the

group isomorphism from Gd to G1 given by (x, y) = (x/d, y) to obtain a negabent function given

as f̄(x) = f(L(x/d)) +σ(L(x/d)) +σ(d, x/d). However, this gives f̄(x) = f(L′(x)) +σ(L′(x)) +

σ(x), where L′(x) = L(x/d) satisfies Trn(L′(x)) = Trn(x).

6 Semibent functions and bent4 functions

Recall that by Lemma 2.2 when n is odd, a function f from F2n to F2 is c-bent4 if and only if

g(x) = f(x) + σ(c, x) is semibent and Wg(u)Wg(u + c) = 0 for all u ∈ F2n . Similarly, in the

multivariate case, f : Fn2 → F2 is c-bent4 if and only if g(x) = f(x) + sc2(x) is semibent and

Wg(u)Wg(u+ c) = 0 for all u ∈ F2n . Hence only semibent functions with special properties can

be shifted to bent4 functions. A natural question is whether this property is quite exclusive or

if there are many semibent functions satisfying this property at least for some c.

We first investigate a subclass of the class of semibent functions, the class of partially bent

functions which are simultaneously semibent, for short partially semibent functions. This class

contains all quadratic semibent functions. Recall that g is called partially bent if for all a ∈ F2n

(a ∈ Fn2 ) the derivative Dag(x) = g(x + a) + g(x) is either balanced or constant. The set of

elements a for which Dag is constant forms a vector space called the linear space Λg of g. As

easily observed, a partially bent function g is s-plateaued where s is the dimension of Λg. More

precisely we have the following lemma (see e.g. [4]).

Lemma 6.1. Let g be a partially bent function with a one-dimensional linear space Λg = {0, γ}.
Then g is semibent and the support of the Walsh transform Wg is a coset of the orthogonal

complement of Λg.

With Lemma 6.1 we can show that a semibent function which is partially bent satisfies the

Condition (5.1) for half of the elements c in F2n (Fn2 ).
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Corollary 6.2. Let n be odd and let g be a semibent function from F2n (Fn2 ) to F2 which is

partially bent. Let Λg be the linear space of g, and let Λ⊥g be its orthogonal complement. Then

Wg(u)Wg(u+ c) = 0 if and only if c 6∈ Λ⊥g .

Proof. Since Λg has dimension 1, the dimension of Λ⊥g is n− 1, and F2n (Fn2 ) is partitioned

into Λ⊥g and its coset, one of which is the support of Wg. The condition Wg(u)Wg(u + c) = 0

holds for an element c in F2n (Fn2 ) if and only if for all u, exactly one of u and u + c is in Λ⊥g .

This applies if and only if c 6∈ Λ⊥g . 2

Partially semibent functions are easy to obtain. For instance a bent function in n variables, seen

as a function in n + 1 variables is a partially bent semibent function. However they are still a

special class of semibent functions. A construction of semibent functions (and more general of

plateaued functions), which are not partially bent has been presented in [21]. We employ this

construction to show that there exist semibent functions which do not satisfy Property (5.1) for

any c, i.e. they can not be shifted to a c-bent4 function for any c. We first recall the construction

in [21], which is a version of the Maiorana-McFarland construction:

Let π : Fm2 7→ Fm+1
2 be an injective map and let g : Fm2 × Fm+1

2 7→ F2 be the function defined by

g(x, y) = π(x) · y, where “·” is the standard inner product on Fm+1
2 . Then the Walsh coefficient

of g at (β, γ) ∈ Fm2 × Fm+1
2 is given as follows:

Wg(β, γ) =
∑

(x,y)∈Fm
2 ×F

m+1
2

(−1)π(x)·y+β·x+γ·y =
∑
x∈Fm

2

(−1)β·x
∑

y∈Fm+1
2

(−1)(π(x)+γ)·y

=

{
±2m+1 if γ ∈ Im(π) ,

0 if γ 6∈ Im(π) ,
(6.1)

where Im(π) is the image of π. Hence g is semibent and the support of Wg is determined by the

image of π.

We now show that Property (5.1) is not a universal property of semibent functions.

Proposition 6.3. If n ≥ 7, there exists a semibent function g such that for all c ∈ F2n there is

an element u such that Wg(u)Wg(u+ c)6=0.

Proof. We use the above recalled construction and determine the injective map π so that g

does not satisfy Property (5.1) for any c = (c1, c2) ∈ Fm2 ×Fm+1
2 . Therefore we have to construct

π such that for any choice of c = (c1, c2) the resulting function g(x, y) satisfies

Wg(β, γ) = 0 and Wg(β + c1, γ + c2) = 0 or

Wg(β, γ) 6= 0 and Wg(β + c1, γ + c2) 6= 0
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for some (β, γ) ∈ Fm2 × Fm+1
2 . Note that |Wg(β, γ)| is independent of β. Hence by (6.1) our aim

is to construct π such that for every c2 ∈ Fm+1
2 there exists γ for which

γ 6∈ Im(π) and γ + c2 6∈ Im(π) , or γ ∈ Im(π) and γ + c2 ∈ Im(π) . (6.2)

Let m ≥ 3 and let W be an m-dimensional subspace of Fm+1
2 , hence Fm+1

2 = W ∪ (v + W ) for

some vector v ∈ Fm+1
2 \W . For an element w ∈W we choose an injection π : Fm2 7→ Fm+1

2 such

that

Im(π) = (W \ {0, w}) ∪ {v, v + w̃} for some w̃ ∈W with w̃ 6= w.

We show that π has Property (6.2) distinguishing three cases:

- If c2 6∈ Im(π), then with γ = 0 we have γ 6∈ Im(π) and γ + c2 6∈ Im(π).

- If c2 = v or c2 = v + w̃, then with γ = w̃ we have γ ∈ Im(π) and γ + c2 ∈ Im(π).

- If c2 ∈W \ {0, w}, then there exists w1 ∈W \ {0, w} such that c2 +w1 ∈W \ {0, w} (here

we use m ≥ 3). With γ = w1, we then have γ ∈ Im(π) and γ + c2 ∈ Im(π).

2

Similarly as in the proof of Proposition 6.3, we can construct semibent functions g(x, y) satisfying

Wg(u)Wg(u+ c) = 0, c = (c1, c2) ∈ Fm2 × Fm+1
2 = F2m+1

2 , for a unique nonzero c2 ∈ Fm+1
2 (and

every c1 ∈ Fm2 ):

For a nonzero element c2 ∈ Fm+1
2 , m ≥ 2, let W be an m-dimensional subspace of Fm+1

2 which

does not contain c2, and hence Fm+1
2 = W ∪ (c2 +W ). Choose an injection π : Fm2 → Fm+1

2 such

Im(π) = (W \ {0}) ∪ {c2} .

Then we have

γ ∈ Im(π) if and only if γ + c2 6∈ Im(π) ,

and consequently g satisfies Wg(u)Wg(u + c) = 0, for c = (c1, c2), c1 ∈ Fm2 arbitrary. For

d = (d1, d2) ∈ Fm2 × Fm+1
2 with d2 6= c2, we distinguish two cases:

- If d2 6∈ Im(π), with γ = 0 we have γ 6∈ Im(π) and γ + d2 6∈ Im(π).

- If d2 ∈ Im(π), d2 6= c2, then for any γ ∈ W , γ 6= d2 (here we use m ≥ 2) we have

d2 + γ ∈ Im(π).

Hence for d = (d1, d2) with d2 6= c2, Property (5.1) does not hold. We conclude the following

lemma.

17



Lemma 6.4. There exist semibent functions g1, g2 which both satisfy (5.1) for c = 1 and for

which there is no c 6= 1 such that both, g1 and g2, satisfy (5.1).

Proof. With the above described procedure we can construct a semibent function g1 :

F2m+1
2 → F2 satisfying (5.1) if and only if c = (j1, . . . , jm, 1, 1 . . . , 1), ji ∈ F2. Switching variables

we can construct a semibent function g2 satisfying (5.1) if and only if c = (1, 1 . . . , 1, jm+2, . . . , j2m+1),

ji ∈ F2. The semibent functions g1, g2 satisfy then the required properties. 2

Remark 6.5. Lemma 6.4 also finishes the proof of Corollary 5.3.

As we observed above, many linear coordinate transformations preserve the propertyWg(u)Wg(u+

1) = 0 of a partially bent (semibent) function from F2n to F2. However as we will point out

in the following, EA-equivalence transformations on quadratic semibent functions still do not

provide new relative difference sets in Fn−1
2 × Z4.

We recall that Ω1 is the group of linearized permutations L on F2n satisfying Trn(L(x)) =

Trn(x).

Proposition 6.6. Two linearized permutations H1 and H2 of F2n are in the same left coset of

Ω1 if and only if Trn(H−1
1 (x)) = Trn(H−1

2 (x)) = Trn(cx) for some nonzero c ∈ F2n.

Proof. Note that the identity Trn(H−1
1 (x)) = Trn(H−1

2 (x)) holds if and only if Trn(H−1
1 ◦

H2(x)) = Trn(x) holds. By definition of Ω1, this holds if and only if H−1
1 ◦H2(x) ∈ Ω1, and our

claim follows.

Accordingly, we denote the left coset containing the linear transformations H satisfying

Trn(H−1(x)) = Trn(cx) for a nonzero c ∈ F2n by Sc. Note that then Ω1 = S1. Let g be a

semibent function such that g+σ is negabent. If H ∈ Sc, the function g ◦H+σ is also negabent

if and only ifWg(u)Wg(u+c) = 0 for all u ∈ F2n , using Lemma 5.1. Furthermore, for a partially

semibent function g and H ∈ O(g), i.e. g ◦H = g, we have

Wg◦H(u)Wg◦H(u+ 1) =Wg(u)Wg(u+ 1) = 0 ,

and hence H ∈ Sc for some c 6∈ Λ⊥g by Corollary 6.2. In particular, we have O(g) ⊂ ∪c6∈Λ⊥g
Sc.

We will use the following lemma.

Lemma 6.7. Let g : F2n → F2, n odd, be a semibent function such that for all u ∈ F2n we have

Wg(u)Wg(u+ 1) = 0 and Wg(u)Wg(u+ c) = 0 for some nonzero c ∈ F2n, and let H ∈ Sc. Then

g ◦H + σ and g + σ are equivalent negabent functions if and only if

g ◦ H̃(x) = g(x+ α) + Trn(βx) + c

for some H̃ ∈ Sc, α, β ∈ F2n and c ∈ F2.
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Proof. By Lemma 5.1 the assumptions Wg(u)Wg(u + c) = 0 for all u ∈ F2n and H ∈ Sc imply

that g̃ = g ◦ H satisfies Wg̃(u)Wg̃(u + 1) = 0 for all u ∈ F2n , hence g ◦ H + σ is a negabent

function. By definition, g ◦H + σ and g + σ are equivalent if and only there exists L̃ ∈ Ω1 such

that

g ◦H(x) + σ(x) = (g + σ)(L̃(x) + α) + σ(L̃(x)) + σ(x) + Trn(ax) + b (6.3)

for some α, a ∈ F2n and b ∈ F2. By the additive property of σ in Equation (2.2), we conclude

that Equation (6.3) holds if and only if

g ◦H(x) = g(L̃(x) + α) + Trn(b̃x) + c (6.4)

for some α, b̃ ∈ F2n and c ∈ F2. With H̃ = H ◦ L̃−1 the claim follows.

In particular, by Lemma 6.7, the functions g◦H+σ and g+σ are equivalent for any H ∈ Sc,
if g ◦ H̃(x) = g(x) for some H̃ ∈ Sc, i.e. if Sc ∩O(g) is not empty. We will use this observation

to show the following result.

Corollary 6.8. For a linear coordinate transformation H let g and g̃ = g ◦ H be quadratic

semibent functions such that both g + σ and g̃ + σ are negabent. Then the difference sets in G

induced by g + σ and g̃ + σ are equivalent.

Proof. We first recall that H ∈ Sc for some c 6∈ Λ⊥g . With the above observations it is sufficient

to show that for all c 6∈ Λ⊥g we have Sc ∩ O(g) 6= ∅. For the proof we switch to multivariate

notation, in which case the set Sc consists of the invertible matrices A for which 1 · x = c · Ax.

First we show that Sc ∩ O(g) is not empty for all c 6∈ Λ⊥g for the standard quadratic semibent

function g : Fn2 7→ F2 given by

g(x1, . . . , xn) = x1x2 + · · ·+ xn−2xn−1 .

Observe that then the linear space Λg of g is {(0, . . . , 0), (0, . . . , 0, 1)}. That is, c = (c1, . . . , cn) 6∈
Λ⊥g if and only if cn = 1. Let A = (ai,j) be an n × n matrix such that ai,i = 1 for i = 1, . . . , n

and ai,j = 0 for all i 6= j and i 6= n. It can be easily seen that g(Ax) = g(x), i.e. A ∈ O(g),

independently from the choice of the last row (except that an,n has to be 1). This will enable

us to construct a matrix A ∈ Sc ∩ O(g) for any given c = (c1, . . . , cn) 6∈ Λ⊥g : we require for A

being in Sc that 1 · x = c ·Ax, which applies if and only if

x1 + · · ·+ xn = c1x1 + . . .+ cn−1xn−1 + cn(an,1x1 + . . .+ an,n−1xn−1 + xn). (6.5)

Recalling that cn = 1 if c 6∈ Λ⊥g , this is satisfied for every x = (x1, . . . , xn) with the (unique)

choice an,i = 1 + ci for i = 1, . . . , n− 1.
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For an element c = (c1, . . . , cn−1, 1) we denote the above constructed matrix by Ac. Let now g̃

be any quadratic semibent function for which g̃+σ is negabent, and consequently g̃(x) = g(Bx),

where B ∈ Sd for an element d 6∈ Λ⊥g . Recall that then 1 · x = d · Bx for all x ∈ Fn2 . Observe

that O(g̃) is then obtained as O(g̃) = B−1O(g)B since for any A ∈ O(g)

g̃(B−1ABx) = g(BB−1ABx) = g(ABx) = g(Bx) = g̃(x) .

As easily seen, the linear space Λg̃ of g̃ is obtained as Λg̃ = B−1Λg. Hence the elements of Λg̃

are of the form Btγ for an element γ ∈ Λ⊥g . Therefore c̃ is not in Λ⊥g̃ if and only if c̃ = Btc

for some c 6∈ Λ⊥g . To show that Sc̃ ∩ O(g̃) 6= ∅ for any given c̃ 6∈ Λ⊥g̃ , we will determine

e = (e1, . . . , en−1, 1) such that for the corresponding matrix Ae ∈ O(g) we have B−1AeB ∈ Sc̃.
Recall that B−1AeB ∈ O(g̃).

Let now c̃ = Btc for some c 6∈ Λ⊥g̃ . Then by definition, B−1AeB is in Sc̃ if and only if

1 ·x = c̃ · (B−1AeBx) for all x. Together with the fact that 1 ·x = d ·Bx = xtBTd for all x, this

holds if and only if

xtBtd = c̃ · (B−1AeBx) = (xtBtAteB
−t)c̃ = xtBtAteB

−tBtc = xtBtAtec

for all x ∈ Fn2 . Consequently, B−1AeB ∈ Sc̃ if and only if xtBt(d + Atec) = 0 for all x ∈ Fn2 .

Note that by the definition of Ae we have Atec = (c1 + e1 + 1, . . . , cn−1 + en−1 + 1, 1), and

hence d + Atec = (d1 + c1 + e1, . . . , dn−1 + cn−1 + en−1 + 1, 0). Therefore we (uniquely) obtain

e = (c1 + d1 + 1, . . . , cn−1 + dn−1 + 1, 1).

7 Conclusion

Negabent functions in 2m variables can be obtained from bent functions by adding a certain

quadratic polynomial. In this paper we have shown that equivalent bent functions may yield

inequivalent negabent functions. We call such functions shifted equivalent. It is also possible

that the corresponding designs of shifted equivalent but inequivalent negabent functions are not

isomorphic. It would be interesting to understand shifted equivalence better. In particular, it

would be nice to find invariants which are invariant under shifted equivalence. Since we found

examples of inequivalent but shifted equivalent negabent functions whose corresponding designs

are not isomorphic, parameters which are invariant under isomorphism of designs like the rank

of an incidence matrix are not good candidates for such invariants.

The situation is different for functions in 2m+1 variables. One may obtain negabent functions

from semibent functions, but in this case equivalent semibent functions give rise to equivalent

negabent functions.
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In the case of quadratic negabent functions in 4 variables give rise to isomorphic design.

Due to the large automorphism group of this design, it may be true that there is only one

isomorphism class of designs that can be described by all the negabent functions associated

with quadratic bent functions.

It would be also interesting to find infinite classes of shifted equivalent negabent functions

which are provable non isomorphic.
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